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ADVANGEDMIECHNOLOGY GROUP(ATG)

Accelerate with ATG Technical Webinar Series

Advanced Technology Group experts cover a variety of technical topics.
Audience: Clients who have or are considering acquiring IBM Storage solutions. Business Partners and IBMers are also welcome.

To automatically receive announcements of upcoming Accelerate with ATG webinars - Clients, Business Partners and IBMers are welcome
to send an email request to accelerate-join@hursley.ibm.com.

2025 Upcoming Webinars — Register Here!

Building Affordable, Resilient Storage Solutions with IBM FlashSystem and Brocade SAN - April 24t 2025
Al Data Assistance with IBM Content Aware Storage (CAS) - April 29", 2025

IBM Storage Virtualize 8.7.3 Technical Update & the New FlashSystem C200 - May 13th, 2025

Important Links to Bookmark:

Accelerate with ATG - Click here to access the Accelerate with ATG webinar schedule for 2025, view presentation materials,
and watch past replays dating back two years. https://ibm.biz/BdSUFN

ATG MediaCenter Channel - This channel offers a wealth of additional videos covering a wide range of storage topics, including
IBM Flash, DS8, Tape, Ceph, Fusion, Cyber Resiliency, Cloud Object Storage, and more. https://ibm.biz/BdfEQ
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https://www.ibm.com/support/pages/node/7213901
https://www.ibm.com/support/pages/node/7229016
https://www.ibm.com/support/pages/node/7230034
https://ibm.biz/BdSUFN
https://ibm.biz/BdfEgQ
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ADVANCEBNIECHNOLOGY GROUP(ATG)

Offerings

Client Technical Workshops

> Cyber Resilience with IBM Storage Defender: April 9, 2025 (Virtual)

> IBM DS8000 G10 Advanced Functions: April30 & May 1, 2025 (Coppell, TX)

»>IBM Fusion & Ceph: May 14-15, 2025 (Durham, NC)

> IBM FlashSystem Deep Dive & Advanced Functions: May 21-22, 2025 (Chicago, IL)

> IBM Storage Scale & Storage Scale Functions: June 4-5, 2025 (NYC)

YV VYV

YVVVVY

TechZone Test Drive / Demo’s

IBM Storage Scale and Storage Scale System GUI

IBM Storage Virtualize Test Drive

IBM DS8900F Storage Management Test Drive

Managing Copy Services on the DS8000 Using IBM Copy Services
Manager Test Drive

IBM DS8900F Safeguarded Copy (SGC) Test Drive

IBM Cloud Object Storage Test Drive - (Appliance based)

IBM Cloud Object Storage Test Drive - (VMware based)

IBM Storage Protect Live Test Drive

IBM Storage Ceph Test Drive - (VMware based)

Please reach out to your IBM Representative or Business Partner for more information.

*IMPORTANT* The ATG team serves clients and Business Partners in the Americas, concentrating on North America.
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Accelerate with ATG Survey

ADVANCEDRITECHNOLOGY GROUP (ATG)

Please take a moment to share your feedback with our team!

You can access this 6-question survey via Menti.com with code 5151

0447 or

Direct link https://www.menti.com/alhsf3bgvxu
Or

© Copyright IBM Corporation 2025
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What's your favorite way to embrace the "April showers bring May flowers" vibe?

@ 14%

Jumping in puddles with
colorful rain boots!

Curled up with a good
book and a warm drink,
listening to the rain.

Planting seeds and
watching them sprout.

Admiring the blooming
flowers and taking
nature walks.

Hoping for a surprise
rainbow after the rain.


http://menti.com/
https://www.menti.com/alhsf3bgvxu6
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WMJ@E@ TECHNOLOGY GROUP (ATG)

About the Presenter

John Shubeck is an information technology professional with over 42 years
of industry experience spanning both the customer and technology provider
experience. John is currently serving as a Senior Storage Technical Specialist
on IBM Object Storage platforms across all market segments in the Americas.

Shu Mookerjee is a Level 2 Certified Technical Specialist with over twenty years at
IBM, working in a variety of roles including sales, management and technology. For
the last decade, he has focused exclusively on storage and has been the co-author
of four (4) Redbooks. Currently, Shu is part of the Advanced Technology Group
where he provides education, technical guidance, Proofs of Concept and Proofs of
Technology to IBMers, business partners and clients.

© Copyright IBM Corporation 2025 6



WMJ@E@ TECHNOLOGY GROUP (ATG)

Introducing our panelists

' Jerrod Carr is an IBM Principal Storage Technical Specialist in IBM Storage
Solutions. Jerrod Carr has been in the Storage industry for over 21 years selling
hardware and software for various large technology companies. With beginnings in
the Cleversafe IBM team for 8 years providing expertise in Cloud Object Storage, the
last 3 years working on the Americas SWAT team as a Senior Storage Specialist
providing unstructured data experience to the various markets.

© Copyright IBM Corporation 2025
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Summary of topics

I/~ - * Overview of the Ceph File System (CephFS)
= OJ * The CephFS Metadata Service (MDS)
* Day 1 operations: Configuring our first Ceph file system
« Day 2 operations: The case for subvolumes
« Day 2 operations: Subvolume snapshots and snapshot schedules
« Day 2 operations: File sharing via NFS
* Configuring multiprotocol (SMB tech preview)

© Copyright IBM Corporation 2025 8



ADVANCEBNIECHNOLOGY GROUP (ATG)
Ceph File System (CephFS) topology

© Copyright IBM Corporation 2025 9



ADVANGEDMIECHNOLOGY GROUP(ATG)

What is CephFS?

 The Ceph File System (CephFS) is a POSIX-compatible file system that is build on top of
RADOS (i.e. The Ceph distributed object store).

* File-based storage organizes your data as a traditional file system.

o Datais saved as files with a name and associated metadata, such as modification time stamps, an

owner, and access permissions

o File-based storage uses a directory tree hierarchy to organize how files are stored

 The Metadata Server (MDS) manages metadata for CephFS clients.

o MDS manages the directory hierarchy and stores file metadata, such as the owner, time stamps, and
permission modes.

o MDS is also responsible for access caching, client caches, and maintaining cache coherence.

© Copyright IBM Corporation 2025 10



ADVANGCEDIECHNOLOGY GROUP (ATG)

IBM Storage Ceph File System components (CephFS)

FILE BLOCK OBJECT

{

&

CephFS

it

RBD RGW

Network file system Virtual block device S3 object storage

LIBRADOS
Low level storage API

RADOS
Reliable, elastic, distributed storage layer with replication and erasure coding

RHEL
Red Hat Enterprise Linux

© Copyright IBM Corporation 2025 11



ADVANCEBNIECHNOLOGY GROUP (ATG)
IBM Storage Ceph File System components (CephFS)

CephFS /mnt/fsl NFS or SMB
:> |--dir1 <:
I-T;ilel

| --file2

Network file system Ganesha or SMB

LIBRADOS
Low level storage API

RADOS
Reliable, elastic, distributed storage layer with replication and erasure coding

RHEL
Red Hat Enterprise Linux
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ADVANCEBNIECHNOLOGY GROUP(ATG)

CephFS data flow at Level 101

CephFS
Client 1

CephFS
Client 2

Storage
Node 1

AN/

Data Access (parallel)
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ADYANCEDMTECHNOLOGY GROUP (ATG)

Metadata is stored in RADOS through ceph-mds

« Distributed network file system

o Files, directories, rename, hard links, etc.

o Concurrent shared access from many clients
« Strong consistency and coherent caching

o Updates from one node visible elsewhere
Immediately

« Scale metadata and data independently

« Storage capacity and I/O throughput scale with
the number of OSDs

 Namespace (e.g. number of files) scales with the
number of MDS daemons

ceph-mds

© Copyright IBM Corporation 2025
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ADVANCEDITECHNOLOGY GROUP (ATG)
Ceph Pools for file systems

« The Data Pool (cephfs.data) stores the file data.

1010 010 | |I0IO
1010 1010 | |I0IO

‘ cephfs.fsl.data |

« The Meta Data Pool (cephfs.meta) stores the file system meta data.

‘ cephfs.fsl.meta |

XX
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W&\M@E@ TECHNOLOGY GROUP (ATG)

Ceph File System level 201 (ceph-mds)

© Copyright IBM Corporation 2025 16



ADVANGEDMIECHNOLOGY GROUP(ATG)

CEPH-MDS (The Ceph Metadata Daemon)

« The Metadata Server (MDS) manages metadata for CephFS clients. The MDS
daemons operate in two modes: active and standby. An active MDS manages the
metadata on the CephFS file system. A standby MDS serves as a backup, and
switches to the active mode if the active MDS becomes unresponsive. As a best

practice, at least one standby MDS in the cluster to ensure high availability

© Copyright IBM Corporation 2025 17



ADVANCEBNIECHNOLOGY GROUP(ATG)

Ceph-MDS: Metadata Server

/>\ MDS (Metadata Server)

* Manages file system namespace

Stores file system metadata in RADOS objects

o File and directory metadata (names, inodes)

« Coordinates file access between clients

« Manages client cache consistency, locks, leases
* Not part of the data path

 1s-10s active, plus standbys

Vg &

ceph-mon ceph-mgr ceph-osd

ceph-mds

{l
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ADVANGEDMIECHNOLOGY GROUP(ATG)

Scalable Namespace — Dynamic subtree partitioning

fsl

mds.a mds.c mds.b mds.d mds.e

Partition hierarchy across MDSs based on workload « Subtree partition maintains directory locality

Fragment huge directories across MDSs « Arbitrarily scalable by adding more MDSs
Clients learn the overall partition as they navigate the

namespace

© Copyright IBM Corporation 2025 19



ADVANGEDMIECHNOLOGY GROUP(ATG)

Ceph File System Pools
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ADVANCEBNIECHNOLOGY GROUP (ATG)
IBM Storage Ceph File System components (CephFS)

CephFS /fs1 NFS or SMB
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Ceph file storage /filel Ganesha or SMB
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Low level storage API

RADOS
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File system INDEX on NVMe File system DATA on HDD
with Replica x3 with Replica x3 or EC 2+2

([Ej@@]\ f[i@@; ([Ej@@]\ ([Ej@@;

21

MGR / MON ] { MGR / MON ] { SMB / N\ [FS ] { SMB /N IS
. J L J J

© Copyright IBM Corporation 2025 \_ )




(WM@E@ TECHNOLOGY GROUP (ATG)

A message from the Ceph Community
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ADVANGEBREEGHNOLOGY GROWP(ATG)

Join the Ceph Community in Seattle! (https://www.surfincubator.com/)

=) v

= C @ O B nttps://ceph.iofen/con events/2025/ceph-day-seattle w Y E =
‘Q} Ceph Discover Users Developers Community News Foundation
Community / Ceph Quarterly Events  Techtalks Virtual Meetings & Meetups  Connec t Team Ambassadors Jobs

Ceph Days Seattle 2025

Event details

May 15, 2025
Seattle, United States

SURF Incubator Event Space, 999 3rd
Ave, Suite 700, Seattle, WA 98104

View map

cL*so

https://ceph.io/en/community/events/2025/ceph-day-seattle/
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W&\M@E@ TECHNOLOGY GROUP (ATG)

Ceph File System (CephFS) day 1 operations

© Copyright IBM Corporation 2025 24



ADVANGEBREEGHNOLOGY GROWP(ATG)

Three click configuration in the Ceph Dashboard to create a new File System

o0 3] o7 IBM Storage Ceph: Create X 4 ~
& C @ Q & https://atg-ceph6-node1:8443/#/cephfs/fs/create 120%  S¥ @ L @ H =
IBM Storage Ceph English L e 9 2
Dashboard Create
Multi-Cluster Cl'eate Flle SyStem
Cluster
Block , Name (required)
Object fsdemo
File
File Systems Placement
NFS Hosts v
Observability
Administration Hosts
2 X | ~
atg-ceph6-node3

atg-ceph6-node4
(] atg-cephB-node1

(] atg-ceph6-node2

Cancel Create File System <

© Copyright IBM Corporation 2025 25



[W&\M@E@ TECHNOLOGY GROUP (ATG)

Single command in Cephadm to create a new File System

[ceph: /]# ceph fs volume create fsdemo

://www.ibm.com/docs storage-ceph/8.0?topic=volumes-creating-cephfs-volume

© Copyright IBM Corporation 2025
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Simple CephFS configuration in the Dashboard .and. Cephadm (imperative method)?

Create

Create File System

Name (required)

fsdemo

Placement

Hosts

Hosts

Cancel Create File System

[ceph]# ceph fs volume create fsdemo

[ceph]# ceph orch 1s mds

NAME
mds.fsdemo

RUNNING REFRESHED AGE
2/2 4m ago 4m

PLACEMENT
count:2

1 https://www.ibm.com/docs/en/storage-ceph/8.0?topic=volumes-creating-cephfs-volume

© Copyright IBM Corporation 2025
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' ADVANCEDEIECHNOLOGY GROUP (ATG)

The CephFS client experience

[root@local ~]# mkdir /mnt/fsdemo
[Toot@local ~]4# mount -t ceph atg-cephé6-node2:/ /mnt/fsdemo -o fs=fsdemo, name=admin

[root@local ~]# df /mnt/fsdemo
Filesystem 1K-blocks Used Available Use% Mounted on
192.168.65.231:/ 84520960 O 84520960 % /mnt/fsdemo

[root@local ~]4# mkdir /mnt/fsdemo/dirl && mkdir /mnt/fsdemo/dir2
[root@local ~]# touch /mnt/fsdemo/dirl/atestfile
[root@local ~]# echo “Hello world!” > /mnt/fsdemo/dirl/hello-world.txt

[root@local ~]# tree /mnt/fsdemo
/mnt/fsdemo
— dirl
| —— atestfile
| - hello-world.txt
L dir2

© Copyright IBM Corporation 2025



CephFS recursive accounting

I DN EIN E IV CIEEo M $ sudo mount -t ceph ceph-node:/ /mnt/fsdemo \
the file hierarchy -0 fs=fsdemo,name=admin, rbytes
$ cd /mnt/fsdemo/dirl
e . $ getfattr -d -m - .
* File size (summation) # file: atg/zipcodes/sample.csv
* Latest ctime security.selinux="unconfined u:object_r:unlabe
led t:s0"

* File and directory counts

 Visible via virtual xattrs

- Recursive bytes as directory size $ 1s -alh
, _ total O
« If mounted with rbytes option dTWXT -XT -X . .51 .
* Similar to du, but more detail and file FhdP e et @ :55 ..
size rather than disk space used drwxr-xr-x. :13 dirl

drwxr-xr-x. :59 dir2
drwxr-xr-x. 52 volumes

© Copyright IBM Corporation 2025
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Ceph File System (CephFS) day 1 and 2 operations

© Copyright IBM Corporation 2025 30



ADV/ANCEDEIECHNOLOGY GROUP (ATG)
Day 1 and % clicks in the Ceph Dashboard to view Ceph File System properties

o ] 5 7 1BM Storage Ceph: File > File Sy X +

@
«
®
)

Il

<~ C @ O a; https://atg-ceph6-node1:8443/#/cephfs/fs 120%  T%

English v [\ (@ @&

IBM Storage Ceph

Dashboard File |/ File Systems
Multi-Cluster ? B

Cluster
Name 1 Enabled Created
Block
Object ~ fsdemo v An hour ago
File
i Details Directories Subvolumes Subvolume groups Snapshots Snapshot schedules Clients O Performance Details
File Systems
NFS
Observability Ranks Stand bys
Administration
Rank T State Daemon Activity Dentries Inodes Dirs Key T Value
fsdemo.atg- Standby fsdemo.atg-ceph6-
0 active ceph6- Reqs: 0 /s 10 13 12 daemons node2.czexcy
nodel.ugbbaj
Iltems per page: 1-1 of 1 item
Iltems per page: 10 v 1-1 of 1 item 1v of 1page | »
Pools
Pool T Type Size Usage
cephfs.fsdemo.data data 80.6 GiB 0%
metadata 80.6 GiB 0%

cephfs.fsdemo.meta

Iltems per page: 10 v 1-2 of 2 items 1 v of 1page < »

31
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Day 1 and %2 commands in the Cephadm for CephFS visibility

[ceph: /]# ceph fs 1s

name: fsdemo, metadata pool: cephfs.fsdemo.meta, data pools: [cephfs.fsdemo.data ]

[ceph: /]1i# ceph df

--- RAW STORAGE ---

CLASS SIZE AVAIL USED RAW USED %RAW USED
hdd 256 GiB 255 GiB 1.1 GiB 1.1 G1iB 0.44
TOTAL 256 GiB 255 GiB 1.1 GiB 1.1 GiB 0.44

--- POOLS ---

POOL ID PGS STORED OBJECTS USED 9%USED MAX AVAIL
.mgr 1 1 449 KiB 2 1.3 MiB 0 81 GiB
cephfs.fsdemo.meta 6 16 2.4 KiB 22 96 KiB 0] 81 GiB
cephfs.fsdemo.data 7 512 O B 0] O B 0] 81 GiB

https://www.ibm.com/docs/en/storage-ceph/8.0?topic=ceph-object-
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(WM@E@ TECHNOLOGY GROUP (ATG)

Day 1 and %2 commands in the Cephadm for CephFS visibility

[ceph: /1# ceph orch 1ls mds
NAME PORTS RUNNING REFRESHED AGE PLACEMENT
mds .fsdemo 2/2 4m ago 4m count:2

[ceph: /]# ceph oxch ps --daemon-type=mds

NAME HOST STATUS REFRESHED AGE MEM USE
mds.fsdemo.atg-ceph6-nodel.ugbbaj atg-ceph6-nodel zrunning (8m) 8m ago 8m 15.4M

mds.fsdemo.atg-ceph6-node2.czexcy atg-ceph6-node2 zxunning (8m) 8m ago 8m 13.5M
. output omitted .

[ceph: /]# rados lspools
.mgr

cephfs.fsdemo.meta
cephfs.fsdemo.data

https://www.ibm.com/docs/en/storage-ceph/8.0?topic=ceph-object-
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[W&\M@E@ TECHNOLOGY GROUP (ATG)

Day 1 and %2 commands - Get the MDS configuration using Cephadm

[ceph: /]# ceph orch 1s mds --export > mds.yaml

[ceph: /]# cat mds.yaml
service_type: mds
service_1d: fsdemo

service _name: mds.fsdemo
placement:

count: 2

hosts:

- atg-ceph3-nodel
- atg-ceph3-node2

https://www.ibm.com/docs/en/storage-ceph/8.0?topic=service-deploying-mds-using-specification
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[W&\M@E@ TECHNOLOGY GROUP (ATG)

Day 1 and %2 commands — Apply a configuration using a service specification (declarative)

MDS service placement using named Ceph hosts

[ceph: /]# cat mds.yaml
service_type: mds
service_1id: fsdemo
service_name: mds.fsdemo
placement:

count: 2

hosts:

- atg-ceph6-node3

- atg-ceph6-node4

[ceph: /]# ceph orch apply -i mds.yaml
Scheduled mds.fsdemo update...

https://www.ibm.com/docs/en/storage-ceph/8.0?topic=service-deployin Ing-specification
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ADVANCEDSLE
Day 1 and %2 commands - Apply a label “mds” to selected Ceph hosts/nodes

CHNOLOGY GROUP (ATG)

o0 5 | 7 1BM Storage Ceph: Cluster > Ho X | + v

)T\
£
@
®
or
Il

C @ O Lu https://atg-ceph6-nodel:84

IBM Storage Ceph English i

Cluster [ Hosts

Dashboard

Multi-Cluster Hosts List Overall Performance
) Expand Cluster +
. Total Raw
Hostname T Service Instances Labels Status Model CPUs Cores Memary Capacity HDDs Flash NICs

ceph-exporter: 1 | crash: 1
I [ crash: 1)
~  nodel node-exporter: 1

’ T (192.168.65.231
- {192.166.58.251) alertmanager: 1

ock

prometheus: 1

Object =

File ceph-exporter: 1
— [ crash: 1

Obser lity ~  node2 node-exporter: 1 m
(192.168.65.232)

ceph-exporter: 1 | crash: 1

— [ crash: 1)

¥ node3 node-exporter: 1 m
B o & ] mos: 1]

ceph-exporter: 1
atg-ceph6-
~  noded node-exporter: 1 m
(192.168.65.234) m

Items per page: 10 v 1-4 of 4 items 1w of1page 1 [

(VMware7,1) 8 1 31.1GiB 96 GIB 5 1] 1

(VMware?,1) 8 1 31.1GiB 96 GiB 6 1] 1
(VMware7,1) 8 1 31.1GiB 96 GIB 5 0 1

(VMware7,1) 8 1 31.1GiB 96 GiB 5 1] 1

(8 8 8]

© Copyright IBM Corporation 2025 36



r\WM@E@ TECHNOLOGY GROUP (ATG)

Day 1 and %2 commands — Deploy the MDS service to hosts using a label (declarative)

MDS service placement following nodes labeled “mds”

[ceph: /]# cat mds.yaml
service_type: mds
service _1d: fsdemo
service_name: mds.fsdemo
placement:

count: 3
label: mds

[ceph: /]# ceph orch apply -1 mds.yaml

Scheduled mds.fsdemo update...

https://www.ibm.com/docs/en/storage-ceph/8.0?topic=service-deploying-mds-using-specification
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A message from the Ceph Community
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Join the Ceph Community in Slack

@ © ® 5" Join ceph on Slack | Slack X+

<« & (2'.. ceph-storage.slack.comfjein/shared_invite/zt-32hkefbs5-f6qZDZLd5UBCY|j7drBTHFw#/shared-invitefemail

=i oapps B8 ™ Gmail EB YouTube Free Download @ Maps

0 Keystone Montana [ Imported [ Minio [ Ceph [ Personal [3J IBM [ Cleversafe [3J Consulting [3J Red Hat

= slack
. . See what ceph is up to
.. R

Mike Perez, Kaleb and 1,927 others have already joined.

We suggest using the email account you use for work.

& Continue With Google
& Continue With Apple

Continue With Email

Privacy & Terms Contact Us & Change region v

¥

)@ o e

3 All Bookmarks
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Ceph File System (CephFS) day 2 operations

© Copyright IBM Corporation 2025 40
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The case for Ceph File System Subvolumes

Ceph recommends using CephFS volumes and subvolumes for managing Ceph File System (CephFS) exports,

offering a structured approach for managing directory trees and policies across subvolumes, and enabling
features like cloning and snapshots.

« Structured Management: They provide a structured way to manage CephFS exports, making it
easier to organize and manage data.

* Policy Enforcement: Subvolume groups allow you to enforce policies across multiple
subvolumes.

« Cloning and Snapshots: Subvolumes support cloning and snapshots, enabling efficient data
management and disaster recovery.

« Isolation: CephFS volumes and subvolumes can be used to isolate tenants or different

applications within the same Ceph cluster.

© Copyright IBM Corporation 2025 41



ADVANGCEDIECHNOLOGY GROUP (ATG)

Expand the file system (Volume) properties for Subvolume property pages

[ ] [ ] 51 | %" 1BM Storage Ceph: File > File Sy X ar N

<« C @ O 1_03 https://atg-ceph4-nodel:844 120% 17 @ ﬁ

]
[\EJ

IBM Storage Ceph English v 3 @

s

Dashboard File | File Systems

Multi-Cluster 2

Cluster
Name T Enabled Created
Block
Object ~ fs1 v 2 days ago
File
) Details Directories Subvolumes Subvolume groups Snapshots Snapshot schedules Clients 3 Performance Details

File Systems

N
Observability Groups a

inistrati Filter by name...

oplia il y Name T Data Pool Usage Path Mode Created

/
svg1 svi® cephfs.fs1.data 0.01% volumes/.../3d4b0a73-4c98-4201- m A day ago
a39e-6a49393cf726 Y m

/
| sv2 @ cephfs.fs1.data 0% volumes/.../9e9ddcae-180a-42b2- m :efce;dsao
a9c2-787a4eell8oc Y 9

Items per page: 10 Vv 1-2 of 2 items 1v of 1page 1 >

v fsdemo v A day ago

| pap A0~ EE T 3, T P A e P I "
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Subvolume snhapshots

[ ] [ ] (=] ¥ IBM Storage Ceph: File > File Sy X +

120% 5 P2 @ 9 =

&« C o QO & https J//atg-ceph4-node1:8443

English i @) {3 ~

IBM Storage Ceph

File / File Systems

Dashboard
Multi-Cluster a2

Cluster

Name T Enabled Created
Block
Object ~ fs1 v 2 days ago

F||e ~
Details Directories Subvolumes Subvolume groups Snapshot schedules Clients 3 Performance Details

File Systems

N

S Groups Subvolumes a
inistrati Filter by name... Filter by name... .
Adminigtration Y Y Name T Created Pending Clones
2025-04-03T06:14:40.689-07:00 3/4/25 06:14 AM
sv2
2025-04-04T09:50:51.461-07:00 4/4/25 09:50 AM m
I 2025-04-04T09:51:02.910-07:00 4/4(25 09:51 AM
Items per page: 10 Vv 1-3 of 3 items 1v of 1page 4 »
v fsdemo v A day ago
Items per page: 10 v 1-2 of 2 items 1v of1page 1 »
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Subvolume snapshot schedule

.'"o_‘. IEM Storage Ceph: File > File 5y X +

L N ) =

« C @

O 81 https://atg-ceph4-nodel:84

IBM Storage Ceph

Dachbeord File / File Systems

Multi-Cluster

Cluster

Name
Block
Object ~ fs1

File
File Systems
NFES

Observability

T Enabled

v

Administration Path T Subvolume ﬁ?gfj&
fvolumes/...][.. svl Every day
fglumes}'...[.. i Every hour

) B o
Iltems per page: 10 v 1-3 of 3 items

v fsdemo &

Items per page: 10 Vv
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1-2 of 2 items

Retention
policy

5 Hourly

5 Hourly

5 Daily

120% 5 P2 @ 9 =

Engish~v L1 & © 2

Created

2 days ago

Details Directories Subvolumes Subvolume groups Snapshots [Snapshot schedules] Clients 3

Performance Details

Created
Count

S
Deleted Start
Count time Created
0 A day ago A day ago
0 A minute A few
ago seconds ago
A few A few
0 seconds
seconds ago
ago
1w of 1page 1 »
A day ago

1v of1page 1 4
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The Ceph File System snapshot client experience

[root@local /mnt/fsl/dirl

[root@local -al

total 10241

drwxr-xr-x. root 3 Apzx :14 .
drwxrwxrwx. root 2 Apr ;13 ..
-TW-Y--T--. root 10485760 Apr :14 10MB.dat
-IW-T--T--. root O Apr :13 atouchfile
-IW-I--I--. root 14 Apzr :14 hello-world.txt
[root@local .shap

[root@local —al

total 0

drwxr-xr-x 2315609098 root

drwxr-xr-x. 2 root X ..

drwxr-xr-x. 2 root : _2025-04-03T06:14:40.689-07:00_1099511627778
drwxr-xr-x. 2 root X ~2025-04-04T09:50:51.461-07:00_1099511627778
drwxr-xr-x. 2 root : 2025-04-04T09:51:02.910-07:00_1099511627778

drwxr-xr-x. 2 root X _scheduled-2025-04-04-
17 53 36 _UTC_1099511627778
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The Ceph File System snapshot client experience

[root@local ~]# cd /mnt/fsl/dirl
[root@local ~]# cd .snap
[root@local ~]# tree

—— 2025-04-03T06:14:40.689-07:00_1099511627778
—— 10MB.dat

—— atouchfile

L — hello-world.txt

| L — T-WAS-DELETED.DOC

—— 2025-04-04T09:50:51.461-07:00_1099511627778
—— 10MB.dat

—— atouchfile

L — hello-world.txt

L — 2025-04-04T09:51:02.910-07:00_1099511627778
—— 10MB.dat

—— atouchfile

—— hello-world.txt
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Ceph file system (CephFS) day 2 operations
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Day 2: Expanding the Ceph File System access via NFS and SMB

CephFS /fs1 NFS or SMB
g ST R G—
Ceph file storage /filel Ganesha or SMB

LIBRADOS
Low level storage API

RADOS
Reliable, elastic, distributed storage layer with replication and erasure coding

File system INDEX on NVMe File system DATA on HDD
with Replica x3 with Replica x3 or EC 2+2

f[@@@]\ f[@@@; f[@@@]\ f[@@@;

48

MGR / MON ] { MGR / MON ] { SMB / N\ [FS ] { SMB /N IS
. J L J J
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Create an NFS export

[ N ] 5] | " BMsStorage Ceph: File > NFS > X = v
£~ C @ O G https J/atg-ceph4-nodel1:8443/#/cephfs/nfs/create 120%  ¥F y @ & =
IBM Storage Ceph /) @ © .
Feeliinerd File /| NF5 [ Create
Multi-Cluster Create NFS export Create Service X
Cluster
Block Cluster (required)
Type * nfs v
Object -- No cluster available -- v
File This is the ID of an NFS Service N
Service Name * nfs. | nfsfs v
© 7o create a new NFS cluster, you need to create an NFS Create
NFS Service.
[_lUnmanaged
Observabi .
If Unmanaged is selected, the orchestrator
Administration Volume (required) will not stop or stop any daemons
I -~ Select the CephFs filesystem -- - ] associated with this service. Placement and
| § D | all other properties will be ignored.
[} Enable security label Placement Hosts o
Path (reguired)
TIPS @ 2to-cephd-noded x
A path in a CephFS file system. ~
Count 1| S

MNumber of deamons that will be deployed
NFS Protocol (reguired)

B nFsv3
B nNFsva

Cancel Create Service
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Ceph NFS export creation dialogue

HNOLOGY GROUP (ATG)

«

© Copyright IBM Corporation 2025

1 | %' IBM Storage Ceph: File > NFS > X | +

C @

IBM Storage Ceph

Dashboard
Multi-Cluster
Cluster
Block
Object
File

File

NFS
Observability

Administration

O & https://atg-cephd-nodel:84

NFS Protocol (required)

B nFsv3
B nFsva

Pseudo (required)

[nfsfs1

120%  T7

PUSTHOTT TS SX0U0T U OUCURTES 11T BLLcotelv o iom o et m

By using different Pseudo options, the same Path may be exported multiple times.

Access Type (required)

RW

Allows all operations

Squash (required)

no_root_squash

N

Allows the root user on the NFS client to retain full root privileges on the NFS server, which may

pose security risks.

Transport Protocol (required)

B uor
B Ttcp

Clients

Any client can access

Aclol olioaio

Create Service

Type *

Service Name *

Placement

Hosts

Count

nfs

nfs. | nfsfs

[_lUnmanaged

If Unmanaged is selected, the orchestrator

will not stop or stop any daemons

associated with this service. Placement and
all other properties will be ignored.

Hosts

P4l atg-cephd-noded4 X

1

Number of deamons that will be deployed

Cancel

Create Service

<>
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Ceph File System NFS export properties

[ XN ] 5] | % IBMStorage Ceph: File=NFS X |+ ~
« C @ O & https://atg-cepha-node1:844 cephfs/nfs 120% % @ 9 =
IBM Storage Ceph English L) ® © 2
Dashboard File / NFS
Multi-Cluster
Cluster Storage Access
User T Path Pseudo Cluster Backend U
Block
Obiect . . 1. [volumesfsvg1/sv1/3d4b0a73-4¢c98-4201-
J ‘ nfs.nfsfs.fs1.908d95e8 2390-6249393¢f726 [nfsfs1 nfsfs CephFS RW
File
il Details Clients (0)
ile
NFS
Key Value
Observability
Administration ecestivee RW
[ CephFS Filesystem fs1 ]
CephFS User nfs.nfsfs.fs1.908d95e8
Cluster nfsfs
NFS Protocol NFSv3, NFSv4
[Path Jvolumesfsvglfsv1/3d4b0a73-4c98-4201-a3%e-6a49393cf726 ]
Iltems per page: 10 v 1-1 of 1 item 1~ of 1page 1 >
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The Ceph NFS client experience

[root@local ~]# mkdir /mnt/nfsfsl
[root@local ~]# mount -t nfs atg-ceph4-noded:/nfsfsl /mnt/nfsfsl
[root@local ~]# tree /mnt/nfsfsl

/mnt/nfsfsl

—— dirl

—— 10MB.dat

—— atouchfile

L — hello-world.txt
L — dir2

[root@local ~]# 1ls —-al /mnt/nfsfsl

total 10242

drwxr-xr-x. root root 10485774 Apr 14 .

drwxrwxrwx. root root 10485774 Apr 13 ..

-IW-Y--I--. root root 10485760 Apr 14 10MB.dat

-ITW-T--T--. root root O Apr 13 atouchfile

-TW-I--Tr--. root root 14 Apr 14 hello-world.txt2 directories, 3 files
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The Ceph File System snapshot client experience

[root@local ~]# cd /mnt/fsl/dirl
[root@local ~]# cd .snap
[root@local ~]# tree

—— 2025-04-03T06:14:40.689-07:00_1099511627778
—— 10MB.dat

—— atouchfile

L — hello-world.txt

| L — T-WAS-DELETED.DOC

—— 2025-04-04T09:50:51.461-07:00_1099511627778
—— 10MB.dat

—— atouchfile

L — hello-world.txt

L — 2025-04-04T09:51:02.910-07:00_1099511627778
—— 10MB.dat

—— atouchfile

—— hello-world.txt
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SMB access on CephFS tech preview

© Copyright IBM Corporation 2025

MS Windows
File Sharing

SMB
for CephFS

CephFS
File Storage

IBM Storage Ceph
Cluster

Server Message Block

file share service

« IBM Storage Ceph
CephFS volume
file access by SMB
protocol.

« SMBv2 and v3

« Management of shares,
permissions, etc.
through Ceph Manager

« Support Active
Directory integration
and

* Windows ACLs

Server Message Block
service properties

* Provides compatibility
with the SMB protocol
to allow Windows
applications to store
file data on IBM
Storage Ceph.

* Expose CephFS
snapshots via SMB
through a dedicated
".snapshot" directory

* Resilient against
storage node failure.
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Ceph SMB positioning

SMB is FILE SHARING for CephFS targeting application modernization and expansion

SMB Enterprise Network
for CephFS Attached Storage
(NAS)
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IBM Storage Ceph SMB demonstration video

HNOLOGY GROUP (ATG)

= «=v Ceph SMB Demonstration - IBM X +
C @ O B nttps://mediacenter.ibm.com/media/Cef

ia/Ceph SMB Demt

onstration/1_hpdtqOtn

<

G w
IBM MediaCenter

Explore More v Learn & Support v Product & Solutions w  Services and Consulting v

@]
&
®©
Jo
i

Search all media

Ceph SMB Demonstration

Related Media
Advanced
Technology

ATG Level Up Video
T — -
il,;m).. b -8
ATG Level Up Video

Ceph HAProxy for Object - Day 1
i =
Ceph SMB Demonstration 0
John Shubeck - Senior Storage Technical Specialist —
Date: December, 2024

> < 0:01/9:50

ATG Level Up Video

18M Storage Coph
=== HAProxy for Object Storage - Day 2

10:07

Ceph HAProxy for Object - Day 2

Ceph SMB Demonstration

- [

ACTIONS v

| | https://mediacenter.ibm.com/media/l hpdtgOtn
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ADVANGEDMIECHNOLOGY GROUP(ATG)

IBM Storage Ceph SMB configuration phases and tasks

Create a _ Create a
Ceph File CephFS Create a directory tree to
CephFS share and set
System volume and Subvolume ant
tasks start MDS permissions

SMB
configuration
tasks

...l
[l

Verification
tasks
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IBM Storage Ceph SMB configuration phases and tasks

Ceph File
System
tasks

SMB Label Ceph En;bl\l/leBthe Create and start
configuration noqg(ri)b},’v'th management an SMB cluster
tasks module

Verification
tasks
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IBM Storage Ceph SMB configuration phases and tasks

Ceph File
System
tasks

SMB
configuration
tasks

Map a
Open the network drive Verification
Creatf‘;: new welcome. txt from a tasks
file Windows

client
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SMB cluster management - imperative method

# Label nodes

# ceph orch host label add atg-ceph4-node2 smb
i

# Enable the smb management module

# ceph mgr module enable smb
i

# Create the smb cluster instance

# ceph smb cluster create smbdemo active-directory \
--domain_realm sdi.dmz \

--domain_join_user_pass domain-adminf%domain-password \
--placement label:smb \

--clustering default

"state": "created",
"success": true
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SMB cluster management — create a share

# ceph smb share create smbdemo smbshare f£s1 \
/volumes/svgl/svl/3d4b0a73-4c98-4201-a39e-6a49393cf726
1
"resource": 3
"resource_type": "ceph.smb.share",
"cluster_id": "smbdemo",
"share 1i1d": "smbshare",
"intent": "present",
"name": "smbshare",
"readonly": false,
"browseable": true,
"cephfs": 1
"volume": "fs1",
"path": "/volumes/svgl/svl/3d4b0a73-4c98-4201-a39e-6a49393cf726",
"provider": "samba-vis"
£
[

"state": "created",
"success": true

§
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The Ceph SMB client experience (Microsoft Windows)

Home Share

| | [TH Preview pane

Navigation [TH petails pane
pane ¥
Microsoft

Edge

Panes

I = ThisPC »

3t Quick access
Desktop
¥ Downloads
%] Documents
=] Pictures
etc
Folder1
IBM Storage

Manage
View Drive Tools
@ Extra large icons [&] Large icons

Small icons £iE List

Tiles 5= Content

Layout

= smbshare (\atg-ceph6-node2) (Z)

Microsoft @, OneDrive
Edge
[ This PC
B 3D Objects
il Desktop
%| Documents
Downloads
Music
Pictures
Videos
Local Disk (C:)

== smbshare (\\atg-ceph6-node2) (Z:)

¥ Network
[ tsclient

L Type here to search
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smbshare (\\atg-ceph6-node2) (Z:)

= Medium icons
== Details

Breaking Away Finish

zip-codes.csv

Group by v

[[] item check boxes

[C] File name extensions

umnstofit [] Hidden items

Current view

Show/hide

Demo-Workflow
1 PDF Document

Breaking Away Finishjpeg

Sign in to OneDrive to backup X
Sign in to OneDrive so your files

are backed up and available

across devices.

Sign in

& 55°F Cloudy

A B )

841 AM
4/5/2025

8
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SMB cluster management - display share information (workaround)

# ceph smb share create smbdemo smbshare fs1 myshare
1
"resource": 3
"resource_type": "ceph.smb.share",
"cluster_id": "smbdemo",
"share_id": "myshare",
"intent": "present",
"name": "myshare",
"readonly": false,
"browseable": true,
"cephfs": {
"volume": "fsdemo",
"path": "myshare",
"provider": "samba-vis"
§
§

sg": "a resource with the same ID already exists"
"success": false
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Ceph SMB configuration commands

# Ceph smb configuration property listings

# ceph smb cluster 1s
# ceph smb show

# ceph smb share 1ls smbdemo
# ceph smb share create smbdemo smbshare f£sl1 myshare # Error response but displays share info

# ceph smb dump cluster-config smbdemo
# ceph smb dump service-spec smbdemo

# ceph smb dump service-spec smbdemo --format yaml
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Day 3: Ceph File System advanced commands (cephadm)
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Creating CephFS with a placement specification

For more control over the deploying process, manually create the pools that are associated to the CephFsS,
start the MDS service on the hosts, and create the CephFS file system.

A CephFS file system requires at least two pools, one to store CephFS data, and another to store CephFS
metadata. These can be created individually on different OSDs using different protection policies

[ceph: root@nodel /]# ceph osd pool create cephfs_data
[ceph: root@nodel /]# ceph osd pool create cephfs_metadata

[ceph: root@nodel /]# ceph osd pool set cephfs_metadata crush_rule crush_nvme
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Creating CephFS with a placement specification (continued)

Create a new Ceph File System mapping to the custom metadata and data pools

[ceph: root@nodel /]# ceph fs new mycephfs cephfs_metadata cephfs_data

new fs with metadata pool 14 and data pool 16

Discrete control of MDS daemons using host placement

[ceph: root@nodel /]# ceph orch apply mds mycephfs --placement="2 ceph-node3 ceph-node4”

Scheduled mds.mycephfs update...
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Creating Ceph file system snapshots (part 1)

CephFS enables asynchronous snapshots by default when deploying Ceph. These snapshots are
stored in a hidden directory called .snap.

Use cephfs set to enable user-initiated snapshot creation for an existing CephFS file system.

[ceph: root@nodel /]# ceph fs set fsdemo allow_new_snaps true
enabled new snapshots

To create a snapshot, first mount the CephFS file system on your client node. Then, create a
subdirectory inside the .snap directory. The snapshot name is the new subdirectory name. This
snapshot contains a copy of all the current files in the CephFS file system.

[root@client ~]# mkdir /mnt/fsdemo/.snap/snapshot-1
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Creating Ceph file system snapshots (conclusion)

1. Authorize a particular client to make snapshots for the CephFS file system (optional)

[ceph: root@nodel /]# ceph fs authorize mycephfs client.john / rws

2. To restore a file, copy the file or a wild card from the snapshot directory to another directory.

[Toot@client ~]# cp /mnt/fsdemo/.snap/snapshot-1/dirl/IBM-8-bars.txt .

3. To fully restore a snapshot from the .snap directory tree, replace the normal entries with copies
from the chosen snapshot using the “-a” option.

[root@client ~]J# rm -rf *
[root@client ~]# cp —-rf /mnt/fsdemo/.snap/snapshot-1/dirl/* .
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Automated snapshot scheduling

You can use CephFS to schedule snapshots. The snap_schedule module manages the scheduled
snapshots. You can use this module to create and delete snapshot schedules. Snapshot schedule
iInformation is stored in the CephFS metadata pool.

To create a snapshot schedule, first enable the snap_schedule module on the MGR node.
[ceph: root@nodel /]# ceph mgr module enable snap_schedule

Then, add the new snapshot schedule

[ceph: root@nodel /]# ceph fs snap-schedule add / 1d -fs fsl
Schedule set for path /

You can list the snapshot schedules for a path with the list option

[ceph: root@nodel /]# ceph fs snap-schedule list / --recursive
/volumes/svgl/svl/0a392abb-0677-4fda-9£80-9b202191655f/.. 1h
/volumes/svgl/svl/0a392abb-0677-4fda-9£80-9b202191655f/.. 1d

/volumes/svgl/svl/0a392abb-0677-4fda-9£80-9b202191655f/.. 1w




Automated snapshot scheduling (conclusion)

On the client node, review the snapshots in the .snap folder on your mounted CephFS

[root@client ~]# Is /mnt/mycephfs/.snap
scheduled-2021-10-06-08_00_00

scheduled-2021-10-06-09_00_00
scheduled-2021-10-06-10_00_00

Remove a snapshot schedule by specifying the path

[ceph: root@nodel /]# ceph fs snap-schedule remove /mycephfs
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Removing a Ceph File System

Down the file system

[ceph: /]# ceph fs set fsdemo down true
fsdemo marked down.

Review file system status

[ceph: /]# ceph fs status
fsdemo - 0 clients

TYPE USED AVAIL
cephfs.fsdemo.meta metadata 7920k 79.4G
cephfs.fsdemo.data data 0 79 .4G

. output omitted .

Remove the file system
[ceph: /]# ceph fs rm fsdemo --yes-i-really-mean-it

© Copyright IBM Corporation 2025



ADVANGEDMIECHNOLOGY GROUP(ATG)

Day 3 and %: Topics for a future Accelerate with ATG webinar

» CephFS device classes end to end

* CephFS snapshot clones
* CephFS snapshot mirror
* CephFS performance tips
» Performance visualization

« And. ...

IN CONCLUSION
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Building out an IBM Storage Ceph ecosystem for file services

CHNOLOGY GROUP (ATG)

Object storage applications

2
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A

\
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\ 4

S3
API

Swift
API

Admin
API

!

!

I

File applications

a

A

y

CephFS

RADOS Gateway RBD
librgw librbd libcephfs
librados
@ {g} o:o 8 %
— — — —
0SD 0SD RGW RGW 0OSD
- - - - - -
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IBM Storage Ceph learning resources
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New IBM Storage Ceph demonstrations in IBM Mediacenter

[ ] [ ] =] #Zv Playlist Details - IBM Storage Cc X +
C @ U B https://mediacenter.ibm.comjplaylist/details/1_rccyrb7m/categoryld/192072183 w ¥ ® & =
== Search all media o 8

IBM MediaCenter  Explore More ~  Learn & Support ~  Product & Solutions ~  Services and Consulting ~

Back to Channel

1] '. h -
| [— | IBM Storage Ceph Demonstrations
G) _ il Created by Channel playlist = 5 Items « Updated March 26th, 2025
e These videos are recordings of live demonstrations about IBM Storage Ceph features such as block, file, and object storage, including the

IBM Storage Ceph Dashboard itself.

Ceph
invideos
(Cceph ) (Catg ) (Catg-storage ] (advancedtechnology group ] (storage storage ceph )
idea library
m—— =% Share & Embed # Edit

, SESEPE “ Ceph Demo Introduction .
m Created by ATGStorage

, B “ Ccph Dashboard Demo )
m Created by ATGStorage

s EEE “ Ccph Block Storage Demo .
Created by ATGStorage

. IS “ Ccph File Storage Demo .

Created by ATGStorage

https://mediacenter.ibm.com/playlist/details/1 rccyrb7m/categoryld/192072183
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IBM Redbooks for IBM Storage Ceph

@ Redbooks

Review November 28, 2023 8:05am Rl lbm.com/recbooks

IBM Storage Ceph
Concepts and Architecture
Guide
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Vasfi Gucer
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IBM Storage Ceph
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Beyond

Daniel Parkes
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Franck Malterre
Jean-Charles (JC) Lopez
Jun Liu
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Poyraz Sagtekin
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IBM Storage Ceph Trial videos

How to sign up and get subscriptions How to install a POC cluster
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Getting started with an
IBM Storage Ceph Pro trial

John Shubeck - Senior Storage Technical Specialist
Date: January, 2024
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IBM Storage Ceph Trial

B

IBM Storage Ceph is a software defined, hardware independent storage platform that supports block, file, and object in
aunified platform. Upon reading the literature, it is anticipated that interest in the technology will increase but the
question might then be, “Where do I begin?" This video shows how to sign up for a free 60 day trial of Red Hat
Enterprise Linux and IBM Storage Ceph for the purposes of an enterprise Proof of Concept project, or personal discovery
into this software defined, open source, unified storage solution.
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Installing IBM Storage Ceph
for the 60 day trial

John Shubeck - Senior Storage Technical Specialist
Date: January, 2024
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https://mediacenter.ibm.com/media/IBM+Storage+Ceph+Trial/l_6cift71t
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IBM TechZone for IBM Storage Ceph Test Drive
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North America ATG Storage - IBM Storage Ceph Test
o Drive - (VMware based)

Overview

Metadata

Comments ﬁﬁﬁﬁﬁ (0) Rate this resoufce

The IBM Storage Ceph (VMware based) ional Ceph storage cluster.

The TechZone Ceph Test Drive is a vir
The IBM Storage Ceph cluster is set
Placement Targets, and Storage Pool

fer is located in the Advanced Technology Group (ATG) lab in Herndon, Virginia.
(RGW). The key elements of the object gateway Realm, Zonegroups, Zones,
e S3 API as well as the multi-protocol access via NFS is available.

The baseline configuration can also |
system. Therefore, after each demo, i
state.

ared lab environment but is treated with the operational care of a production
ernate, VMware snapshots can be used to restore the system to a known good

*** NEW *** This demo has been updatd 7.0 software.

If you need further assistance, please read

Author
John Shubeck (jshubeck@us.ibm.com)

Collaborators
BethAnn Stugis (bethann.stugis@us.ibm.com), John Sing (jmsing@us.ibm.com), Carl Brown (carltb@us.ibm.com)

Cookie Preferences
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Accelerate with ATG Survey

Please take a moment to share your feedback with our team!
You can access this 6-question survey via Menti.com with code 5151 0447 or

Direct link https://www.menti.com/alhsf3bgvxu6

Thank you!
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